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One can also consider the Shannon entropy

$$
\forall y=\left(y_{1}, \ldots, y_{d}\right) \in \mathcal{S}_{d-1}, I_{S}(y)=-\sum_{i=1}^{d} y_{i} \log \left(y_{i}\right)
$$
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We consider a population of insects studied in a sugar cane field in La Réunion, during the years 2022 and 2023.

We focus on three groups of species:

(a) Coleoptera

(b) Hymenoptera

(c) Diptera
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where:

- $P$ is a transition kernel from source $\mathcal{S}_{d-1}^{\mathbb{N}}$ and target $\mathcal{S}_{d-1}$,
- $Y_{t}^{-}$denotes the entire past of the time series at time $t$ :
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- It is possible to add a process of exogenous variables $\left(X_{t}\right)_{t \in \mathbb{Z}}$ to the dynamic of the process $\left(Y_{t}\right)_{t \in \mathbb{Z}}$

$$
\mathbb{P}\left(Y_{t+1} \in A \mid Y_{t}^{-}=y_{t}^{-}, X_{t}^{-}=x_{t}^{-}\right)=P\left(A \mid y_{t}^{-}, x_{t}^{-}\right)
$$
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## Assumptions

A1 $b_{0}=\sup \left\{d_{T V}(P(\cdot \mid y), P(\cdot \mid z)) / y, z \in \mathcal{S}_{d-1}^{\mathbb{N}}\right\}<1$.
A2 For $m \geqslant 1$, we denote

$$
b_{m}=\sup \left\{d_{T V}(P(\cdot \mid y), P(\cdot \mid z)) / y, z \in \mathcal{S}_{d-1}^{\mathbb{N}}, y \stackrel{m}{=} z\right\}
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We have $\sum_{m \in \mathbb{N}} b_{m}<\infty$.
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The Dirichlet distribution $\operatorname{Dir}(\lambda, \varphi)$, supported by $\mathcal{S}_{d-1}$ is characterized by
$\rightarrow$ its mean vector $\lambda=\left(\lambda_{1}, \ldots, \lambda_{d}\right)$;
$\rightarrow$ a dispersion parameter $\varphi>0$.
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$\rightarrow$ We also propose that for all $t \in \mathbb{Z}$
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8 The matrices $\eta$ 's give us precise information about the interactions between species.

8 The matrices $\zeta$ 's give us precise information about the impact of exogenous variables on the abundance of species.

8 The $\theta$ 's give us information about the volatility of the abundance. The idea is to connect the biodiversity of the ecosystem and its variability.

## Return to our example ( $1 / 2$ )

We fit the following Dirichlet model to the population of insects in La Réunion

$$
\operatorname{alr}\left(\lambda_{t}\right)=\eta_{0}+\eta_{1} Y_{t}+\zeta_{1} X_{t}
$$

## Return to our example ( $1 / 2$ )

We fit the following Dirichlet model to the population of insects in La Réunion

$$
\operatorname{alr}\left(\lambda_{t}\right)=\eta_{0}+\eta_{1} Y_{t}+\zeta_{1} X_{t}
$$

and

$$
\varphi_{t}=\exp \left(\theta_{0}+\theta_{1} I_{S}\left(Y_{t}\right)\right)
$$

## Return to our example (1/2)

We fit the following Dirichlet model to the population of insects in La Réunion

$$
\operatorname{alr}\left(\lambda_{t}\right)=\eta_{0}+\eta_{1} Y_{t}+\zeta_{1} X_{t}
$$

and

$$
\varphi_{t}=\exp \left(\theta_{0}+\theta_{1} I_{S}\left(Y_{t}\right)\right)
$$

The vector of covariates $X_{t}$ is composed by climatic variables such as the total rainfall amount, the temperature, the ground radiation and evapotranspiration.

## Return to our example (1/2)

We fit the following Dirichlet model to the population of insects in La Réunion

$$
\operatorname{alr}\left(\lambda_{t}\right)=\eta_{0}+\eta_{1} Y_{t}+\zeta_{1} X_{t}
$$

and

$$
\varphi_{t}=\exp \left(\theta_{0}+\theta_{1} I_{S}\left(Y_{t}\right)\right)
$$

The vector of covariates $X_{t}$ is composed by climatic variables such as the total rainfall amount, the temperature, the ground radiation and evapotranspiration.

An optimization of the conditional likelihood is performed to obtain an estimation of the parameters.
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where
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8 It is actually a dynamic version of a multivariate probit regression.
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$$
\zeta_{t}=\left(X_{t-1}, \varepsilon_{t}\right)
$$

is strongly stationary.
There exists a strongly stationary process $\left(Y_{t}\right)_{t \in \mathbb{Z}}$ satisfying

$$
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In addition, its distribution is unique.

## Remark

Furthermore, if $\left(\zeta_{t}\right)_{t \in \mathbb{Z}}$ is ergodic, $\left(Y_{t}\right)_{t \in \mathbb{Z}}$ is also ergodic.
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$\times$ Difficult function to optimize...
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$$
\hat{\gamma}=\operatorname{argmax} \sum_{t=p+1}^{T} \sum_{i=1}^{k} Y_{i, t} \log \left(\Phi\left(\lambda_{i, t}\right)\right)+\left(1-Y_{i, t}\right) \log \left(\Phi\left(-\lambda_{i, t}\right)\right.
$$

where $\Phi$ denotes the cdf of the gaussian distribution.
$\rightarrow$ We then maximize all pairwise conditional likelihoods

$$
\widehat{R}(i, j)=\underset{r \in]-1,1[ }{\operatorname{argmax}} \sum_{t=p+1}^{T} \log \left\{\int_{I_{Y_{i, t}}-\hat{\lambda}_{i, t}} \Phi\left(\left(2 Y_{j, t}-1\right) \frac{\hat{\lambda}_{j, t}+r x_{i}}{\sqrt{1-r^{2}}}\right) \varphi\left(x_{i}\right) \mathrm{d} x_{i}\right\}
$$

## Estimation results (3/3)

## Proposition 1

Assume the process $\zeta_{t}$ is ergodic. Under some reasonable assumptions on the covariates:

1) All estimators $\hat{\theta}, \hat{\gamma}$ and $\hat{R}$ are strongly consistent.
2) Moreover, we have the asymptotic normality of

$$
\sqrt{T-p}\left(\hat{\theta}-\theta_{0}\right) \quad \text { and } \quad \sqrt{T-p}\left(\hat{\gamma}-\gamma_{0}, \widehat{R}-R_{0}\right)
$$
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We now consider a number of $n$ trajectories of an absence/presence process $\left(Y_{j, t}\right)_{1 \leqslant j \leqslant n, 1 \leqslant t \leqslant T}$, and are still interested in the estimation of $\theta$.
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Generalize the results about consistency and central limit theorems for $M$-estimators.
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where $m_{\theta}$ is a measurable mapping and $\left(Z_{t}\right)_{t \in \mathbb{Z}}$ an ergodic process, the consistency of $\hat{\theta}$ relies in particular on

$$
\mathbb{E}\left(\sup _{\theta}\left|m_{\theta}\left(Z_{0}\right)\right|\right)<+\infty
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and its asymptotic normality on

$$
\mathbb{E}\left(\left\|\dot{m}_{\theta_{0}}\left(Z_{0}\right)\right\|^{2}\right)<+\infty
$$
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$\rightarrow$ by modifying the "order conditions"

$$
\mathbb{E}\left(\sup _{\theta}\left|m_{\theta}\left(Z_{0,0}\right)\right|^{1+\delta}\right)<+\infty \quad \text { and } \quad \mathbb{E}\left(\left\|\dot{m}_{\theta_{0}}\left(Z_{0,0}\right)\right\|^{2(1+\delta)}\right)<+\infty ;
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$\rightarrow$ and by adding the following "order condition"

$$
\mathbb{E}\left(\left\|\ddot{m}_{\theta_{0}}\left(Z_{0,0}\right)\right\|^{1+\delta}\right)<+\infty
$$

for some $\delta>0$.

## Estimation Results for panel data (1/2)

In the case of panel data, we can consider similar estimators as the ones mentioned previously
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$$
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\hat{\gamma}=\operatorname{argmax} \sum_{j=1}^{n} \sum_{t=p+1}^{T} \sum_{i=1}^{k} Y_{i, j, t} \log \left(\Phi\left(\lambda_{i, j, t}\right)\right)+\left(1-Y_{i, j, t}\right) \log \left(\Phi\left(-\lambda_{i, j, t}\right)\right)
\end{gathered}
$$

and
$\widehat{R}\left(i_{1}, i_{2}\right)=\operatorname{argmax} \sum_{j=1}^{n} \sum_{t=p+1}^{T} \log \int_{I_{Y_{i_{1}}, j, t}-\hat{\lambda}_{i_{1}, j, t}} \Phi\left(\left(2 Y_{i_{2}, j, t}-1\right) \frac{\hat{\lambda}_{i_{2}, j, t}+r x_{i_{1}}}{\sqrt{1-r^{2}}}\right) \varphi\left(x_{i_{1}}\right) \mathrm{d} x_{i_{1}}$.

## Estimation Results for panel data (2/2)

## Proposition 2

Under some reasonable assumptions on the processes $\left(\zeta_{j, t}\right)_{t \in \mathbb{Z}}$ 's:

1) All estimators $\hat{\theta}, \hat{\gamma}$ and $\widehat{R}$ are strongly consistent.
2) Moreover, we have the asymptotic normality of

$$
\sqrt{n(T-p)}\left(\hat{\theta}-\theta_{0}\right) \quad \text { and } \quad \sqrt{n(T-p)}\left(\hat{\gamma}-\gamma_{0}, \widehat{R}-R_{0}\right)
$$
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We simulated the absence/presence of 3 fish species, depending on the temperature and salinity of the water, over 5 sites.
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Then, four of these sites are used for estimation, the last one for testing. Here, we have

$$
\lambda_{t}=A \cdot Y_{t-1}+B \cdot X_{t-1},
$$

where $\left(X_{t}\right)_{t \in \mathbb{Z}}$ is the process composed by the temperature and salinity.
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$$
B=\left(\begin{array}{cc}
0.5 & -0.1 \\
0.2 & -0.1 \\
-0.3 & 0.1
\end{array}\right) \quad \text { and } \quad \hat{B}=\left(\begin{array}{cc}
0.582 & -0.118 \\
0.232 & -0.110 \\
-0.317 & 0.096
\end{array}\right)
$$

and
$R=\left(\begin{array}{ccc}1 & 0.2 & -0.5 \\ 0.2 & 1 & -0.3 \\ -0.5 & -0.3 & 1\end{array}\right) \quad$ and $\quad \hat{R}=\left(\begin{array}{ccc}1 & 0.204 & -0.436 \\ 0.204 & 1 & -0.303 \\ -0.436 & 0.204 & 1\end{array}\right)$.
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The previous simulation is based upon a real dataset collected by the government of Scotland: https://data.marine.gov.scot/.

## $\longrightarrow \mid$ Scottish Government Riaghaltas na h-Alba <br> gov.scot <br> marinescotland

We study here the absence/presence of two aquatic micro-organisms:
Alexandrium and Dinophysis.
The data were collected monthly from 1997 to 2013 on 5 different locations in Scotland, and we have access to the covariates: Temperature, Salinity and Oxidised Nitrogen.
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## Thank you !

